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High-Consequenc

Environments

Users in the thousands and tens of thousands
24 hours a day, 365 days a year

Millions in hardware and software

Millions (or billions) in revenue

Highly interdependent systems






Not Just the Network
Admins’ Problem

Since 2004, most successful attacks have
been those targeting the application level, not
the operating system.



The Failure-Oriented Mindset



Consider This

10,000,000 page views per day
x 50 assets per page
X 3 years
=mpportunities for error

“Six Sigma” quality produces 1,861,500 errors.
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< 200 servers

- 10 enterprise a

PPS

120 deployments [

Deployments will happen auring
a hardware change or failure.




NO matter what /Q | C me portion of your
application will be n Ning some
rlQOfﬁfrlOJﬁ 1 Ol lime.




Stuff happens.
Expect it.

Deal with It.



Stability Antipatterns



Integration Roints

- Integrations are the #1 risk torstability. et

- Your first job is to protect
against integration points.

- Every socket, process, pipe,

or remote procedure call
can and will eventually
Kill your system.

< Even database calls can
hang, in obvious and
not-so-obvious ways.
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Not at all obvious: Eirewall idle connection timeout

“Connection” IS an abstraction.
The firewall only sees packets. ‘

1K 3 . Application Server
It keeps a table of “live” connections.

When the firewall sees a TCP teardown sequence, it
removes that connection from the table.

To avoid resource leaks, it will drop entries from table after idle period timeout.

Causes broken database connections after long idle period, like 2 a.m. to 5 a.m.

Simple solution: Enable “"dead connection detection™ (Oracle) or similar
feature to keep connection alive.

Alternative solution: timed job to periodically issue trivial query.

What about prevention?




“In Spec” vs. “Out @‘f Spec:
J_)

Example: kequest-ixeply using XIVIL over

“In Spec” failures “Out of Spec” failures

- TGP connection accepted; but no data
Sent
T TP response code 500 e

- HTTE response code 50C = TCP window: full, never. cleared

< ICP connection refused

= Error message in XML = Server never ACKs TCP, causing very

= Connection made, server replies with
SMTP hello string

Server sends HTML “link-farm™ page
Server sends one byte per second

Server sends Weird Al catalog in MP3

Well-Behaved Errors Wicked Errors




Remember Inis

NIS necessary evil.
TOr the many forms of fallure.
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Chain Reaction

Fallurefinfone componentraises propability o falltrefinits peers

- Example:
- SUppose S4'goes down

- §1 - 53 go from 25% of total
to 33% of total

< That’'s 33%
< Each one dies faster

< Failure moves horizontally
across tier

< Common In search engines
and application servers
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Cascading Failure

Fallurelinenersystem causes calling systems torbe jeopardized

Example:
SYSIEMISIGOESIAOWRCAUSING
down

< Failure moves vertically
across tiers

< Common in enterprise
services and SOAs
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Blocked lihreads

REQUEST NandliNg threads are Precious. Frotect them.

- Most common form of “crashi: all request threads blocked
- Very difficult to test for
- Combinatoric permutation oft code pathways.

< Safe code can be extended in unsafe ways.
Sitive to timing and difficult to

< Dev & QA servers never get hit with 10,000 concurrent
requests.

< Best bet: keep threads isolated. Use well-tested, high-level
constructs for cross-thread communication.

< Learn to use java.util.concurrent or System. I'hreading
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Pernicious and Cumulative

-

- FHung request handlers reduce the Server s capacity:
- Eventually, a restart will'be required.

- Each hung request handler indicates a frustrated
user or wau@mg caller

- The effect is non-linear and accelerating

< Each remaining thread serves 1/N-1 extra requests
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< Threads piled up like cars on a toggy freeway.
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Attacks or self-Denial

G00d marketing can Kill'your system at any time.

< Ever heard this one?

- Aretaller offered a great promotion
{0 a “select group of customers™. BestBuy: XBox 360

* Approximately a bazillion times the Preorder

s tod cusionmars sno Up for ins Amazon: XBox 360
Olier: Discount
< The retailer gets crushed,

disappointing the avaricious and Anything on
legitimate. FatVWallet.com

< It’s a self-induced Slashdot effect.




Defending the Ramparts

One email |'saw went out
with a deep link that
bypassed Akamai. VVorse,
It encoded a specific server
and included a session ID.

- Avoid aeep link
- Set up static Jamdjmg pages
- Only allow the user’'s second click
o reach application servers w
Another time, an email went
= Allew throttling of incoming users @Lﬂuﬁi}n@m

< Set up lightweight versions of ATERTTREY
dynamic pages.

~ : Once a vulnerability is
: Use your CDN to divert users tound. it will be flooded

. . . ithi |
: Use shared-nothing architecture HIEIR SECONCS




Remembper nis
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Unbalanced Capacities

Traffic floods sometimes start inside the data center walls.

Online
Store Order

Scheduling
Management

6 Hosts 1 Host
Customers 20 Hosts 6 Instances 1 Instance

75 Instances 450 Threads 25 Threads
/ 3,000 Threads

SiteScope
San Francisco




Unbalanced Capacities

- Unbalanced capacities is a type of scaling effect
that occurs between systems in an enterprise.
- It happens because

< All'dev systems are server

< Almost all QA environments are two servers

< Production environments may be 10:1 or 100:1

< May be induced by changes In traffic or behavior
patterns
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SIOW Responses

SIOW ESPONSE IS WOISE than Noe respoense

VWhat does your server do when it'S overloaded?

< “Connection refused” Is a fast failure, the caller’s
thread Is released right away

= Aslow up the caller’'s thread, makes
the user wait

< It uses capacity on caller and receiver

< If the caller times out, then the work was wasted




SIOW Responses

- LLook at the'latency:
- TCP connection refused comes back in ~10 ms

- TCP packets not acknowledged, sender
retransmits for 1 — 10 min

= Causes of slow responses:
< Too much load on system
< Transient network saturation
< Firewall overloaded
< Protocol with retries built in (NFS, DNS)

< Chatty remote protocols
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Partner 1's
Application
No SLA

Inventory
99.9%

Corporate MTA
99.999%

Do your web servers have
to ask DNS to find the

VWhat SLA can Frammitz really guarantee? application server’s IP

N

address?
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~ = Remember [nis

- Don't make empty promises. Be sure you can
deliver the SLA you commit to.

- Examine every dependency. Verify that they can
deliver on their promises.

- Decouple your SLAs from your dependencies’.

< Measure availability by feature, not by server.

< Be wary of “enterprise” services such as DNS,
SMTP, and LDAP.




Unbounded Result Sets

Limited resources, unlimited data velume

- Test databases get reloaded frequently.

< Queries that perform acceptably in development and
bonk badly with production data volume.

< Bad access patterns can make them very slow

< Too many results can use up all your server's RAM or take
too long to process

< You never know when somebody else will mess with your
data




Unbounded Result S
Databases

L

- SQL gqueries have no inherent limits

- ORM tools are bad about this

- It starts as a degenerating performance problem, but
can tip the system over.

< For example:

< Application server using database table to pass message between servers.

< Normal volume 10 — 20 events at a time.

-

- Time-based trigger on every user generated 10,000,000+ events at midnight.

- Each server trying to receive all events at startup.

= Out of memory errors at startup.




Unbounded Result Sets: SOA

- Often tound Infchatty remote protocols; together
with the N+1 query problem

- Causes problems on the client and the server
= On server: constructing results, marshalling XML
< On client: parsing XML, iterating over results.

< This is a breakdown In handshaking. The client
knows how much it can handle, not the server.




Remember




Release It!

Questions?

97 Things Every
Software Architact

Should Knc_fn}

Michael Nygard
michael@michaelnygard.com
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