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Agenda

¥ Its not (just) about Agile Development

* The real issues in the Software Development
Lifecycle
= What are they?
= What is important?

v Software Production : Tool Options
= Buy or Build?
= How do you decide?
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The Ideal?
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Source Tree Build Test Deploy

Agile Build, Test and Deployment

High Degree of Automation



U electi’c

LifeCycle Tool Investment

...............>

Software
Production

CODE

4................

Software
Creation

SCM $2 B

Dev Tools
Multi-Billion

Test Creation
$1.5B
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SPM Problems

Resource
intensive to
maina _
e o ¥ Slower time to market
V., “ Lower quality
Slow 57 Not “ Lack of compliance
\ Repeatable
PG 27 “ Roadblock to modern
{r ' development techniques
Not /4 | = Agile
accessible to [N#\23 Brittle = Global teams
engineers ¢ = Virtual environments
Lost
Productivity Not Standard
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Software Production Checklist

Topic

Response

Comment

Build times > 30 minutes

Multiplies up with
variants, localisation

Slow, manual steps from SCM->Build->Test

Time consuming

Need Continuous Integration

Help with time-to-
market, code quality

Have problems managing and maintaining build
scripts / single person has knowledge

High-risk

Need to build on multiple platforms

Can be a serial, slow
process

Developers lose time waiting for overnight builds, test
results

Developers switch
projects while
waiting

Project releases would be earlier if multiple platform
build and test run in parallel

Don’t know what can
be parallelised

Need visibility/metrics on build and test progress

Manual work today

Have distributed teams sharing common build and
test processes

Increasingly
common
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Production Time Example

* 1 SmartPhone
= Ground-Up Build time 37 hours

v 4 Hardware Platforms
v 22 Localisation builds for target languages

» 135 days total...

* Incremental builds and links can lead to
dependency issues

* One file change / bug fix and start-over
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Project Trade-off.

* You may only have three of these :

* Good (Quality)

v Fast (Time to Market)

* Cheap (Cost Effective)

* Done (Project Completed)

* But, You can optimise the mix
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Linking Distributed Teams

ENGINEERING MGR

Boston
SW DEVELOPERS
Co enha en -h\n Flir,mlhlv‘(.nﬂ Internet Explorer C B U I L D T EA M
P g 90 BAGo—k=SBRE UE _ibaeeen K San Francisco

SW DEVELOPERS OUTSOURCED
Bulgaria QA
[ e
Bangalore

oooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooo

Specific Access and Permissions Based on Role
Anywhere in the World Slide 10
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Managing Resources

ing

Build Servers Test Servers Production Servers Virtual Servers Slide 11
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Integrate Tools and Processes

I l;ile. éd\t View‘ Favori De p I oy m e nt Too I S

Q- ©
Sw DI e r— Source E.JB Jar File: |C:IE.JEIJarslAccnuntE.JEl.jar | (= Open CED

Folders

|
Deploy EJB Jar File: |C:IE.JB.Jars‘tDeplnvedAccuuntEJEl.jar | = Open -

svn.services, fueladvanc...

Working Directons: |C:ltemp | | = open N T wm

svn.services. fueladvanc... [l JU

WebSphere Home: |C:1Prngram Filestibripplication DeveI0per‘LpIuginslc0m.ibm.etnnls.websphere.runtin‘i = Open :I::Z:::::Ej:::::z

svn.services, fueladvanc. .,

li,, |
WebSphere JDK Home: |C:1F'rngram FileglibrmiApplication Developeriplugingicom.ibm.etools server jdk | = Open esrices tladvali,, |y 2

svn.services. fueladvanc. ..

3
Classpath: |C:1F'rngram FileglibmiApplication DeveIupenpIugins\cDm.ibm.etnnIs.websphere.runtimelliblappuuplink.j _Lf‘

[¥| Copy generated source to directory. (Useful for copying into WSAD project working directony.)

Copy generated source to: |C:1F'rngram Filelibmapplication DevelopmenticcountProjectiejbModule | = Open

[_] Anahzenerify enterprise heans onby [_] Don't deploy if EJB .jar already deployed
[_] Generate E.IB server implementation classes only [_] Don't compress deployed .jar file g% =T
—T
Gom |
[_] lgnore verification errors [_] Skip RMIC stubsities generation
[_] Preserve the working directory and generated classes [¥] Turn on tracing
[_] Options for the Java WM use to invoke the RMIC compiler:

o ‘ % Deploy EJB Jar

# 5 FuelAdva
== ==

&0 Frsladua
Build Servers Test Servers Production Servers Virtual Servers
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Tie it all Together

SW DEV;ELOPERS ENGINE

RING MGR BUILI:) TEAM OUTSOURCED
3 QA

[=] E3
o
ande o ernet Explorer Tastclass name: Unit Tests
T e T [Fansen playgraund TestGourse R
= — ¥ Reload classes every run
Ot © - HEOG| Lo derenx O35 EH LA | Oinbirimmeietmse_§H= I U
4] Google ] Wiipedia 4] Witionary ] meebo.com 4] Home - Electric Cloud ] Electric Cloud JIRA ] chvonic-0. & - fns 1 e o Fawes 1
~
al |
—| - eecccccccccce, Job Configurations Create  Jobs Quick View Add Category =
prrntsiat) | A0k, . hello viorkd Edt | Delete Harry Modiy | Remove
T g | o : Electric Cloud-Runentry- 34653 & Ruming 00100:94,655 . -
04 Shortcuts Create h_34658 200710221100 l’ e SRononeby 4 [Finished: 0 seconds Exit
. commander-main, 8576- @ huning 00140:19.688 .
'Y Electric Cloud home EdR | Delete 200710221025 .
= :
‘commander-main-salserver 8575 Running 01:00:58.505 .
‘hello work) Edt | Delete 200710221004 i .
(AR AR RS ‘commander-main 4574- a Aborted 00:00:08,000 Ll
commander-main 8573 © o ou3Li2308 .
ecrotator 34616-200710220800 ET= 0000i£3.369 XXX
‘sommander-main.8572- & Suscess 01:30:46.865
o
commander-main-selserver 8571 S e 000510454
o
esrotator- 349605-200710220400 & sucess a0i0009.297
M M loyment Tools
. . Deploy EJB Jar File: | Sopen
: : ==
: | S open
— evesreseves|| RS = —
: .
. . . R
. . . L L
s . . 1. gnore verification errors. || Siin RISC stubsties generstion
: : : g e
: : : e e
. . L % DeployEJD Jar.
:

Build Servers Test Servers Production Servers Virtual Servers Slide 13
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Container for : Project | b ©
processes and |- | : When to run a © step
results : I procedure Ob ;tep
' |Procedure| | ! Job
I : step step
: :
| C?:iill:n : : Step step
| | - - -
Process torun | Lp| [ SetUp I Schedule/Trigger ptep >tep
automatically I Java ! Step step
I Build : o
I } step step
| s | Popedeccceced i | \ WRWAccccccsscsscsse
: Compile I Step step
: : Step Step
Command or script |-*--- :-E Unit Test : Step step
: : step
I Report I Step
1
: !
e e e e e e - - e
Pool

Linux server

Linux server

Linux server

Windows
server

Test
harness

Records results
of running a
procedure

Resources

Slide 14




Managing Build and Test Data
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“Fixed”

j server
name

j password

Product-specific

repository
location

j directory

Job-specific

j branch

Configuration

Cross-Build Info

j last green build

j counter for build ids

Job
Results

success/
failure

error
count

warning
message

\J

/QA\

status
promotion

level

problem
notes

Inputs
j targets
process :
] id Working
)i | Data

Post-Completion
Info

\J




Visibility: Management Reports
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Everest

Fuji

Kilimanjaro

K2

McKinley

Variant Best Status by Day

wan NIRRT

T |l (|

W Success M Failure

‘Warning

2

3%

57%

3%

B7%

Resource Summary -1 Day 3/25/2007 Range [ 5td Dev
Concurrent

Resource

Host
jotest
jorlinux

installer-win

installer-wini

eng

echulid-win2

echuild-winl

echuild-sol2

echuild-soll

ecbuild-lin2

ecbuild-linl

chronic3

51:03

57:94

19:04

40:45

1:23:04

14:58

1:02:50

20:03

59:34

37:56

35:50

echulid-win2
ecouild-winl

ecbuild-sol2

echuild-linZ
gchuild-inl

chronic3

14

12

"
=]

Number of Jobs.
MoE oo B

03/01/:

Cross Project Summary - 30 Days 1/1/2007 ~ 1/30/2007
Success Rate Last Green Avg.Time TotalBuills OS5 SKU  State
1/16/07

89 Win E010035 -

Qutcome Trend

u
il
|

LTI ATA

2007 03/09/2007  03/20/2007

|

03/28/2007

Elasped Time - hh:mm:ss

24:00:00
21:36:00
19:12:00
16-48-00
14:24:00
12:00-00
9:36:00
7:12:00
4:48:00
2:24:00

0:00:00
03/01/2007

Steps Running as % of Day Total Steps Load Factor Total Time

MW 1 Step

M Z Steps

W =3 Steps

21

5

9

39

170

260

243

144

145

209

209

1]

0.02

0.01

0.02

0.08

0.05

0.52

0.46

0.18

019

0.35

033

0.00

22:31

911

28:31

2:00:54

71:55

12:21:58

10:63:11

4:20:55

4:38:50

B:18:59

8:01:17

1]

Variant Trend - McKinley 3/1/2007 ~ 3/31/2007

Elapsed Time Trend

03/09/2007 03/20/2007 03/28/2007
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Methodology :

Continuous Integration and
Pre-Flight Builds
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Continuous Integration
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Check-In

Build SiJccess

ﬁtomated Workflch

...>

= ]

Servers
n Build /

=3
Production
\Integr tio

\4

Build Failure

-

Developer runs local
build and unit tests

Developer checks
tested code into SCM
system

Integration build at
frequent intervals or
upon check-in



Frequent Problem: Continuously Broken Builds
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Back Out

.,°'\Nait

&Jtomated Workf@

Production Servers

\ntegratl.on Build /

Build Failure

v

o

Developer builds/tests
on local system, checks
In code

Integration build started,
breaks (“it worked on
my machine”)

Team impacted while
check-in is backed out
or build fixed
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Solution: Pre-Flight Builds and Tests

» Developers build and
test across all
targets/platforms

~— > |* Ensures successful
integration build

Success SCM
System| |« Developers can check

D In changes with

confidence

>\Test Servers Production Servy v BrOken bU||dS IeSS
: : likely to affect the
entire team

v v
Build or Test Failure
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What Actually Happens

Source

Get Build
_>[ Windows J =il

Install

l_, Wait For System Report/
Tests Notify Release
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The MVP

* Who are the engineering team MVPs?
= Managers?
= Developers?
= QA?

* The MVP is the build manager supporting the
script

* Why?
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Who Else?

* The build manager actually builds the product
that's shipped

» Sure, developers write the features and bugs
v Sure, QA tests that the product works
¥ Sure, managers do something valuable

* But the build manager...
= ... that guy actually built the thing your company ships
= ... that guy probably stayed up until 3am to make it happen

* So why does that guy get no decent tools?
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The Rise and Rise of the MVP Build Manager

* In the old days..

= TBM didn't exist, being TBM was
a role taken on by a developer

= Developers hated to be the ‘build
guy’ for the day

* The software grew; the build
grew

= TBM role is formalized, but

developers still looked down on
him

* Today

= The Manager invites TBM to join
his weekly staff meeting; TBM
matters now

= Developers, QA and Management
harass him about broken builds




Quick Win :

Accelerating the
Software Production
_____Process
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A typical Software Production process

_ 1 Hour and Growing _ _
10 min 6 min 20 min

Static
| |

Slide 27
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Acceleration

90 Minute
Process

Static

Slide 28
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Acceleration

90 Minute
Process

Static

Slide 29
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Acceleration

Coarse Grain Parallelism

3x Gain

Doxygen

C-Depend

Static

Analysis

31 Minutes

Slide 30
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Builds Grow

Deploy

Doxygen

Deploy

C-Depend

Static

Analysis

Slide 31



. electiicclo

Builds Grow

Deploy

Doxygen Deploy

C-Depend

Static
Analysis

3 Hours

Slide 32
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Builds Grow

010103010101

010101
010101

010

010101
—|010101
010101

101

nlulnl"ﬁt

010101
010

010101
010101

010

oLp 010101
020203l 53030y
010 010101

tﬂ}ﬂl

0101TT
010101

010101

0107
0107
]

010101

010101
010101
010101

Deploy

010101

0L
010101
010101 _I

010101010

0L0101
010101

Static
Analysis

0501
101G

010101
010101

010101

010101
1

0L0101
010101
010101

3 Hours

400oo'0000.0.0000.'0000...0000’ 40.'0000...00* <ooooooooooooouo>

15 min 6 min 10 min
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The Problem: Dependencies

~
([0)]
0
|
X 0101
m 010103p10101 010101
010101 R 4 Eigim‘l 010101
= oo .* 0101, Coverage Package
° 010101 o* IRy
010101 Ao' 01016
N\ 010 101
0100 1 0103,
010101 101
= o101 W RS
c i o K o |Duoao1
m© o, . . Doxygen
O %o oo .
L] L] .
: . '.o. .
Y . A% B
“ . . .
. .. ..
© A\ 4 o . C-Depend
- L % 0101
I 010101 .° 0103010101
o000 3010101
p1,d020101 010101 - - -
R e ISTrIiDUtin e
O |noaoa ||y, 010101 Static
@) [oad 0L Ivsi - -
= 010101 gigigi 010101 [ 010101 Analysis B I I h
O —|owo . 010103 Wouo1on u I Ca n SO Ve IS
c 010 [RUDL[F e, | 010101 P10 010101
) 010w 303,03, ‘e, TI010T
A — e roblem
O (010 010101
c 01050T 010101 |D1030L
010101 p10101| |ouo101
Q 010101 p10101| |ouo101
8 4..I.....ll.....l......l.’ 4....'.....‘......'.....‘.....’ 4..'.....‘...* 4‘.....‘......'.>

15 min 6 min 10 min

3 Hours
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The Problem: Dependencies

3 Hours

~
)]
0
Deploy
|
X 0101
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- 010101 » Jo e [0tOlOL
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I 010101 .° 0101010101
¥ [T ja1oi0101
pomnnl B 0101.07]102020%
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Fine Grain Parallelism on Builds

010103010101

010101
010101
010

010101
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010101
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0102031) 570303
010 010101
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010101
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010101
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01010
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]

010101
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Doxygen Deploy
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Getting There: DIY

¢ Fast builds

= Buy lots of SMP hardware and try out GNU Make parallelism
or manually parallelize the build.

* Scheduled builds

= Use cron forthat

¢ On demand builds

= Build an intranet page, integrate it yourself with the current
build and source code management system

¢ Stimuli builds

= Build ad-hoc script attached to source code management
system
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DIY

* You could try that

» Before you do think about...
= How much time do you have to write all that code?
= How you are going to manage 200+ builds per day?
= What build time acceleration is needed?

= How are you going to manage hardware failure in your build
system?

* Who will manage and maintain the solution

¥ What is the long-term cost and risk
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Build Your Own?

Seems pretty straightforward...

Automated build
and test for one
build tool, one
machine

Investment

Scheduled jobs

Features

Trigger builds
after check-ins
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Build Your Own?

Just a few finishing touches

Investment

'\
Automated build
and test for one
build tool, one

machine

Scheduled jobs

Trigger builds
after check-ins

Web-based CruiseControl
l “”.ﬁ access to results >. glves you thlS
- T Fonfures for Java/Ant

Notifications via e-mail/RSS

Database of
build results
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Build Your Own?

Multiple servers, concurrency

e

-

()

1S

7p]

()

E Resource
-_ Notifications via e-mail/RSS pooling, _Ioad

balancing
Automated build Run multiple
and test for one builds ...°'
build tool, one simultaneously Lol
machine { ....-"
eoo0e0 r eopoe
|
Scheduled jobs Web-based Multiple jobs run Rgsourc_:e _
on one resource selection criteria
. . access to :
Trigger builds results simultaneously
after check-ins Run job steps
. in parallel
Database of Multlplt_a SEIvers,
remote invocation

build results

Single job can use
multiple resources
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Build Your Own?

e

-

()

_g Monitor system View partial

(7p) status results of

) builds in

E Resource progress
-_ Notifications via e-mail/RSS pooling, .Ioad o

balancing .-‘
Automated build Run multiple ,-'. _
and test for one builds oo Cancel jobs
build tool, one simultaneously ool
machine Lolec® ¢ On-demand job
L...----'" invocation via
° ooio..o."'.'.. Web
R X T
|
Scheduled jobs Web-based Multiple jobs run Rgsourc_:e _
on one resource selection criteria
. . access to :
Trigger builds results simultaneously
after check-ins Run job steps
. in parallel
Database of MuIt|pI<_a SEIvers,
remote invocation

build results

Single job can use
multiple resources
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Build Your Own?

e
-
()
_g Monitor system View partial
(7p) status results of
) builds in 5
E Resource progress ..'\
-_ Notifications via e-mail/RSS pooling, .Ioad .'.
balancing .1
Automated build Run multiple ,-'. _
and test for one builds oo Cancel jobs
build tool, one simultaneously o .
. 0o® . Customizable
machine { boe® On-demand job
0e® . . d reports
Leespe®f® invocation via
..l.....'...... Web
evec? Trend reports
|
Scheduled jobs Web-based Multiple jobs run Rgsourc_:e . Cross-product
on one resource selection criteria reports
. . access to :
Trigger builds results simultaneously
after check-ins Run job steps Tools for Resource
. in parallel extracting utilization
Multiple servers,
Database of : . data from logs reports
. remote invocation
build results I

Single job can use

. Annotate builds
multiple resources

after completion
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Build Your Own?

e
-
()
_g Monitor system View partial ..'
n status res_ults .Of . Retry steps after
o builds in K .
> . errors/ failures
= Re;ource progress & \
— Notifications via e-mail/RSS pooling, load K \
balancing .
. 1 Detect resource Logging and
Automated build Run multiple Lo ] failures error reporting
and test for one builds oo Cancel jobs
build tool, one simultaneously cor®’ : Customizable Timeouts for
machine boe® On-demand job .
ceo® . . . reports runaway job
Leespe®f® invocation via Stens
..I.....'...... Web P
evec? Trend reports
|
Scheduled jobs Web-based Multiple jobs run Rgsourc_:e . Cross-product
on one resource selection criteria reports
. . access to :
Trigger builds results simultaneously
after check-ins Run job steps Tools for Resource
. in parallel extracting utilization
Multiple servers,
Database of : . data from logs reports
. remote invocation
build results I

Single job can use

. Annotate builds
multiple resources

after completion
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Build Your Own?

Handle multiple

Developer access .
to production User |ndependent grOUpS
builds . .
impersonation,
password
Shared access by management
multiple teams
ot | I | d
- — .
[B) LDAP Priorities S
E authentication o
— Monitor system View partial ..'
(7p) Role-based status res_ults _of K Retry steps after
(D) access control builds in o errors/ failures
E Resource progress ..'\ T
-_ Notifications via e-mail/RSS pooling, .Ioad o* \
balancing .
. -‘ Detect resource Logging and
Automated build Run multiple Lo ] failures error reporting
and test for one builds oo Cancel jobs
build tool, one simultaneously cor®’ : Customizable Timeouts for
machine boe® On-demand job .
ceo® ; RN reports runaway job
Leespe®f® invocation via Stens
..I.....'...... Web b
o9 Trend reports
Scheduled jobs Web-based Multiple jobs run Rgsourc_:e . Cross-product
on one resource selection criteria reports
. . access to :
Trigger builds results simultaneously
after check-ins Run job steps Tools for Resource
. in parallel extracting utilization
Multiple servers,
Database of : . data from logs reports
. remote invocation
build results I

Single job can use

. Annotate builds
multiple resources

after completion
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Build Your Own?

IMore programming

Developer access
to production fe atU reS
. User
builds . .
impersonation,
password Modular,
Shared access by management B Extensibility composable
multiple teams K process steps
. I °
c : I a Parameters Control
Q LDAP Priorities T ST A
authentication \ ” :
E . : . Conditional steps for jobs
— Monitor system View partial K
(7p) Role-based status results of é
N e Retry steps after
(D) access control builds in o ,
> . errors/ failures
= Resource progress & \
1 ®
— Notifications via e-mail/RSS pooling, load o \
balancing .
. -‘ Detect resource Logging and
Automated build Run multiple Lo ] failures error reporting
and test for one builds o Cancel jobs
build tool, one simultaneously cor®’ : Customizable Timeouts for
machine boe® On-demand job .
ceo® ; RN reports runaway job
Leespe®f® invocation via Stens
..I.....'...... Web P
evec? Trend reports
|
Scheduled jobs Web-based Multiple jobs run Rgsourc_:e . Cross-product
on one resource selection criteria reports
. . access to :
Trigger builds results simultaneously
after check-ins Run job steps Tools for Resource
. in parallel extracting utilization
Multiple servers,
Database of : . data from logs reports
. remote invocation
build results I

Single job can use

. Annotate builds
multiple resources

after completion
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Build Your Own? It Never Ends

Support multiple SC_:M mtegrapon, Web interface for
languages and bill of materials .
. editing processes
build tools
Developer access
to production User — Command-line
builds . . o interface
impersonation, N
Portable across
password . Modular,
hardware/OS |— o
Shared access by management o Extensibility composable
. platforms —]
multiple teams K process steps
+— ' °
c : I a Parameters Control
Q LDAP Priorities T environment
authentication \ ” :
E . : . Conditional steps for jobs
— Monitor system View partial K
(7p) Role-based status results of é
N e Retry steps after
(D) access control builds in o ,
> . errors/ failures
= Resource progress & \
1 ®
—_— Notifications via e-mail/RSS pooling, load o° \
balancing .
. -‘ Detect resource Logging and
Automated build Run multiple Lo ] failures error reporting
and test for one builds o Cancel jobs
build tool, one simultaneously cor®’ : Customizable Timeouts for
machine boe® On-demand job .
ceo® ; RN reports runaway job
Leespe®f® invocation via Stens
ooloo..ab"".. Web P
evec? Trend reports
|
Scheduled jobs Web-based Multiple jobs run Rgsourc_:e . Cross-product
on one resource selection criteria reports
. . access to :
Trigger builds results simultaneously
after check-ins Run job steps Tools for Resource
. in parallel extracting utilization
Multiple servers,
Database of : . data from logs reports
. remote invocation
build results I

Single job can use

. Annotate builds
multiple resources

after completion
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Q&A

v Please ask, or email me
= apatterson@electric-cloud.com

“ For more information:
= VIisit our website: www.electric-cloud.com
= E-mail; info@electric-cloud.com




