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1989 - 2008: Application Developer
Time served: 19 years

1995: Web Development
Time served: 13 years

2003: IT Operations
Time served: 5 Years
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Leverage points come early.
T'he cost of choosing poorly
comes much, much later.
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Stability Over Time

How long can a process or server
run before it needs to be
restarted?

Is data produced and purged at
the same rate?

Usually not tested in development
or QA. Too many rapid restarts.







Integration Points

Examine every arrow. in the architecture diagram with deep suspicion

Integrations are the #1 risk to stabllity.

Search
Results
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Shopping Checkout Shipping
Cart Process Selection

User
Created
Content

Your first job Is to protect
against integration points.

- "Telling" Customer
Pages Account

Every socket, process, pipe,
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Example: Wicked database
hang

Not at all obvious: Firewall idle connection timeout

“Connection” Is an abstraction.
The firewall only sees packets. |

1K 3 . Application Server
It keeps a table of “live” connections.

When the firewall sees a TCP teardown sequence, it
removes that connection from the table.

Jo avoid resource leaks, it will drop entries from table after idle period timeout.

Causes broken database connections after long idle period, like 2 a.m. to 5 a.m.

Simple solution: Enable "dead connection detection™ (Oracle) or similar
feature to keep connection alive.

Alternative solution: timed job to periodically issue ftrivial query.

What about prevention?
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_arge systems fall raster than small one

Apply “Circuli er, "use limeouts", Use Decoupling
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Chain Reaction

Faillure in one component raises probability of failure in its peers

Example:

SUpPPeSse S4 goes down

S1'- S3 go from 25% of total
te 33% of total

That's 33% more load
Each one dies faster

Failure moves horizontally
across tier

Common In search engines
and application servers
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Cascading Failure

Faillure in one system causes calling systems to be jeopardized

Example:

System S goes down, causing
calling system A to get slow or go
down.

Faillure mOVGS vertlcally
across tiers

| Common in enterprise
| services and SOAs
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/Stem stopped responding due to Unbalanced
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Development

Dev Server

App 1

-

1 server
1 local call
No TCP connections

Example: Point to Point
Cache Invalidation

QA

QA Server 1 QA Server 2
App 1 App 2

-

2 Servers
1 local call
1 TCP connection

3 servers
1 local call
/ TCP connection
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Unbalanced Capacities

Traffic floods sometimes start inside the data center walls.

SiteScoN Online
NYC Store Order

Scheduling
Management
4 6 Hosts 1 Host
20 Hosts 6 Instances 1 Instance
Customers 75 Instances 450 Threads 25 Threads
/ 3,000 Threads
SiteScope

San Francisco
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SLA Inversion

Surviving by luck alone.

.

Absent other protections,

Partner 1's Partner 1's Message Message
Application DNS Queues Broker the beSt SLA you call

No SLA 99% 99.99% 99% offer IS the worst SLA

provided by your
dependencies.

Inventory Frammitz s:;c:ftiz:i (

99.9% 99.99%

oSk The dreaded SPOEF is a
special case of SLA
lnversion.

SpamCannon's SpamCannon's

Corporate MTA Corporate DNS

DNS Applications
o, o
99.999% 99.9% 98.5% 99% {

Do your web servers have
to ask DNS to find the

VWhat SLA can Frammitz really guarantee? application server’s IP
address?
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Normal volume 10 — 20 events at a time
lime-basead trigger on every user generated 10,000,000+ events at midnight.

=dChN Server trying to receive all events at startup.

OUut O memaory errors at startup.
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Chain Reactions aggravation Integration Points

results from
counters violating
damage leads to

&~
| Steady State | /
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Slow Responses Cascading Failures

counters prevents
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leads to ) )
Unbalanced Circuit Breaker
Capacities Eail Fast —

Come back for Part 2 to learn about the Stability Patterns and how to use them to
combat the Antipatterns.
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